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Abstract  

RACLETTE (Rate Analysis Code for pLasma Energy Transfer Transient Evaluation), a comprehensive but relatively 
simple and versatile model, was developed to help in the design analysis of plasma facing components (PFCs) under 'slow" 
high power transients, such as those associated with plasma vertical displacement events. The model includes all the key 
surface heat transfer processes such as evaporation, melting, and radiation, and their interaction with the PFC block thermal 
response and the coolant behaviour. This paper represents part I of two sister and complementary papers. It covers the model 
description, calibration and validation, and presents a number of parametric analyses shedding light on and identifying trends 
in the PFC armour block response to high plasma energy deposition transients. Parameters investigated include the plasma 
energy density and deposition time, the armour thickness and the presence of vapour shielding effects. Part II of the paper 
focuses on specific design analyses of ITER plasma facing components (divertor, limiter, primary first wall and baffle), 
including improvements in the thermal-hydraulic modeling required for better understanding the consequences of high 
energy deposition transients in particular for the ITER limiter case. 

1. Introduction 

Plasma facing components (PFCs) in the next-step fu- 
sion devices are subject to high quasi steady-state heat 
loads during operation. In addition, they have to accommo- 
date peak transient energy deposition resulting from off- 
normal plasma conditions. Short term plasma disruptions 
depositing energy on PFCs over = 1 - I0  ms results in loss 
of armour material through vaporisation and melting (in 
the case of metal armour) but with little effect on the heat 
flux through the armour/substrate interface to the coolant 
whose time constant is much higher. Off-normal plasma 
behaviour can also lead to high transient energy deposition 
on PFCs over longer time scales. For example, in the 
current engineering design phase of the International Ther- 
monuclear Experimental Reactor (ITER), it is anticipated 
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that plasma vertical displacement events (VDEs) could 
occur during operation resulting in plasma energy deposi- 
tion of = 10-100 M J / m  2 over 0.1-1 s onto part of the 
PFC surface [1]. These 'slow" transient events would also 
result in substantial armour vaporisation and melting (for 
metal armour) whose extent depends on the energy density 
and deposition time; in addition, since the energy deposi- 
tion time scale is of the order of the armour thermal 
diffusivity time constant, large heat fluxes could result 
through the armour/heat sink interface to the coolant. 

To help understand the consequences of these events on 
the armour, quite sophisticated models have been devel- 
oped. These models have tended to address the fast tran- 
sient resulting from plasma disruptions, thus focusing on 
the plasma/armour interface including gas dynamics mod- 
eling of the vapourised armour, without coupling the PFC 
block thermal response and coolant behaviour. Refs. [2-7] 
describe good examples of such models and of their 
application to fast disruption analysis. 

In most of these models, three major plasma/material 
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interaction phenomena are included. First, the thermal and 
material response against the initial burst of energy deliv- 
ered to the PFC is analysed by considering the particle and 
heat deposition and the material thermal evolution includ- 
ing phase-changes, moving boundaries, and temperature 
dependent thermophysical properties. Second, as a result 
of the sudden ablation, a vapour cloud is formed in front of 
the incoming plasma particles and one has to solve the 
complex hydrodynamics and heating problem of the vapour 
cloud including effects of ionisation, excitation and photon 
radiation that shields the original surface. In this case to 
simulate as close as possible the conditions expected in 
fusion devices, the detailed effects of the magnetic field on 
the magnetohydrodynamics of the vapour cloud and on the 
resulting erosion rate (including effects such as magnetic 
field diffusion, friction forces, and Joule heating of the 
vapour material, sometimes in two-dimensional (2D) ge- 
ometry) are also included in some of the most sophisti- 
cated computer codes (see, for example, Ref. [6]). Finally, 
to evaluate the net heat flux transmitted to the plasma 
facing materials, these models include radiation transport 
throughout the vapour clouds. 

An area, where little modelling development exists, in 
spite of the strong implications expected on the design, 
concerns loss of melt layers developed in metals exposed 
to high disruption heat loads. Mechanisms which can 
contribute to melt layer loss are only partially understood 
and include effects such as melt splashing due to formation 
and boiling of volume bubbles that may result from contin- 
uous heating and overheating of the liquid layer during 
disruptions. Additionally, growth of hydrodynamic insta- 
bilities (e.g., Rayleigh-Taylor instabilities) in the melt 
layer subject to external forces (magnetic, gravity, vapour 
recoil forces) will affect the dynamics of the melt-layer 
evolution during a disruption and will determine the extent 
of the melt loss. Rather crude models to study-layer ero- 
sion are implemented in the model described in Ref. [7]. 

Other models have looked at the transient thermal 
behaviour of the PFC block including the coolant be- 
haviour under high heat fluxes but without fully consider- 
ing vaporisation, melting and possible vapour shielding 
effects. For example, in Ref. [8], the first wall of a fusion 
blanket is approximated by a slab, with the surface facing 
the plasma subject to an applied heat flux, while the rear 
surface is convectively cooled. The relevant parameters 
affecting the heat transfer during the early phases of 
heating as well as for large times are established. Analyti- 
cal solutions for the temperature variation with time and 
space are derived. Other examples of thermal-hydraulic 
models for the first wall are given in Ref. [9] for cases 
including thermal mass barrier, tubular shield, and radiat- 
ing liner. 

Recently, a two-dimensional PFC block transient ther- 
mal model was developed focusing on the surface effects 
of 'slow" high power transients for given coolant condi- 
tions [10]. The model uses the ANSYS code [l 1] whereby 

surface melting is accounted through the change of the 
armour material enthalpy. The surface heat flux is set as a 
function of the surface temperature from a separately 
derived expression to account for evaporation, black body 
radiation and possible vapour shielding effects. Initial re- 
suits from the model are interesting, including an assess- 
ment of the extent of Be armour melting under different 
conditions. However, the use of the model is quite tedious 
and, due in part to the very fine mesh required for solution 
in the PFC surface region, requires substantial computing 
time. It seems to be best used for specific well-identified 
runs. for example for calculations to confirm PFC be- 
haviour in the final design stage or for calibration pur- 
poses. 

The objective here was to develop a comprehensive but 
relatively simple and versatile model that could be used 
quickly and conveniently to help in the design analysis of 
plasma facing component under 'slow' transient plasma 
energy deposition but which would include all the key heat 
transfer surface processes such as evaporation, melting, 
and radiation, and their interaction with the PFC block 
thermal response and the evolving coolant conditions. This 
objective influenced the code development and, wherever 
possible, solutions that would help avoid cumbersome and 
lengthy procedures such as frequent iterations were adopted 
provided they did not significantly influence the outcome. 
In other words, given the status of knowledge of PFC 
thermal response and the uncertainties in defining the level 
of deposited plasma energy, a small loss of accuracy in the 
computations was deemed acceptable if it did result in a 
substantially simpler and faster code. 

The model is called RACLETTE for Rate Analysis 
Code for pLasma Energy Transfer Transient Evaluation. 
To do justice to the breadth of the subject and to the range 
of analyses of particular relevance for ITER PFC design, it 
was decided to present the work in two sister and compli- 
mentary papers. The first paper here deals with model 
description, calibration and validation, and with a number 
of parametric analyses shedding light on and identifying 
trends in the PFC armour block response to high energy 
deposition transients. The second paper [12] focuses on 
specific design analyses of ITER PFCs (divertor, limiter, 
primary first wall and baffle), including improvements in 
the thermal-hydraulic modelling required for better under- 
standing the consequences of high energy deposition tran- 
sients in particular for the ITER limiter case. 

This paper proceeds with a description of the model. 
Model calibration and validation are then discussed based 
on comparison with experimental and multi-dimensional 
computational results. Next, the capabilities of the model 
are illustrated through the presentation of a number of 
parametric studies from which responses of PFCs with 
various armour thicknesses to different energy deposition 
transients are discussed. Finally, key findings from the 
studies are summarised, and recommendations on future 
effort are proposed. 
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2 .  M o d e l  d e s c r i p t i o n  

The objective was to develop a simple-to-use model  but 

with capabilities to account for all the key heat transfer 
and erosion processes,  as summarised in Table 1. The 
model  is based on a simple one-dimensional  ( ID)  geome-  
try in keeping with objective of  simplication wherever  no 
significant loss in accuracy would result. As illustrated in 
Fig. 1, the model considers  a unit-cell cross-sect ion of  a 

PFCincluding up to three material layers. For example,  it 
could represent  a primary first wall configuration of  a thin 

stainless steel channel embedded  in a copper  matrix on top 
of  which is attached a plasma-facing beryll ium layer as 
armour. To account for two-dimensional  effects in the case 
of  a circular cooling channel,  a correction factor is intro- 

duced to calculate the heat flux through the channel walls 
and to the coolant. The model  considers the effects of  

evaporation, radiation and melting. In this version of  the 
code, vapour shielding effects are not directly included. 
Instead, the plasma heat flux is included as a function of  
surface temperature based on separately computed vapour 

shielding results. 
The model is based on the solution of  the following 

transient heat conduction equation using an implicit finite 

difference scheme with a matrix solver, coupled with the 

energy balance equations at the surface, which provide 

boundary conditions for the solution: 

or  o [ aT~ 
p C p ~  t = -~x ~ k ~ x  ) + q ' (  x,  t ) ,  (1 )  

where p, C v and k are the temperature-dependent  material 

density, specific heat and thermal conductivity respec- 

tively, x is the distance through the armour block and q'" 

is the volumetric heat generation. 
The boundary conditions at the surface depends on 

whether  the armour melting point has been reached (in 
case of  metal armour) while the boundary condit ions on 

the coolant side depends on whether  subcooled boiling has 
been reached. These are described in details in the follow- 

ing subsections. 

2.1. Surface boundary condition 

For non-metal  armour, and for metal armour, if the 
melting point of  the armour has not been reached at the 
surface, the boundary condition is set using 

- k - -  = qpl - qraa - qevap, (2 )  
\ 0X ]surface 

¢¢ t r  where qvl is the net incoming plasma heat flux and q~a 

Table I 
RACLETTE (Rate Analysis Code for pLasma Energy Transfer Transient Evaluation): Summary of mechanisms, features and capabilities 

Mechanisms Features/capabilities 

• Surface processes (plasma side) 

- evaporation 
- change of phase/melting (for metals) 

- heat conduction through the melt layer 
- surface thermal radiation 
- vapour shielding (plasma-flux attenuation) 

• Bulk processes 

- heat conduction 

- temperature levels and gradients 
- thermal stress/displacements 
- convection at the coolant side 

• Coolant behaviour 

- heat transfer 

- temperature 

- critical heat flux conditions (CHF) 
- pressure drop 

all processes are a.function of surJace temperature; clamping of solid surface 
temperature at melting point; melt layer decoupled from PFC block to soh'e fi)r 
surfiwe temperature at each time step 

erosion and armour thickness evaluated at each time step 
partial or total melt layer loss can be incorporated at each time step and armour 

thickness adjusted accordingly 

to other cold PFC regions 
based on separate calculations using the model discussed in Ref. [21]. For cases with 

vapour shielding incident power is given in input as a function of surface temperature 

solution of transient heat conduction equation with evolving boundary 
dimension and conditions 

includes temperature dependence of material properties. (Also, lor C-based material 
includes effect on thermal conductivity resulting from n-irradiation.) 

history through PFC block including all interfaces 
not included in initial model: heat flux used as a relative measure 

simplified solution scheme.[br heat tranffer in subcooled boiling regime based on 
minimisation (~'cumbersome iterations 

detailed estimate of heat transfer for single-phase and sub cooled boiling regime 
2D factor used to model 2D PFC block geometries reasonably well 
footprint factor used in estimating total heat flow to coolant to account for plasma 

energy density profile over channel length 
outlet temperature evaluated at each time step based on history of the heat flow 

to the coolant. 
to be added, see part II of this paper [12] 
adjustment of coolant pressure for CHF estimate based on pressure drop calculation 

at each time step (to be added, see part II of this paper [12]) 
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Fig. 1. Simple conduction model tbr transient analysis of plasma 
energy deposition on plasma facing surface including effect of 
melt layer, evaporation and radiation. 

and q~v~p are the radiation and evaporation heat fluxes 
from the armour surface, respectively. 

Both qi-',d and q:vap are functions of the surface temper- 
ature and tend to be small at low temperatures. Thus, for 
simplicity, these fluxes can be calculated with small error 
based on the surface temperature at the previous time step 
in the finite difference calculations in order to avoid a 
cumbersome iterative procedure. 

For a metal armour, when the melting point is reached, 
a melt layer is formed, as illustrated in Fig. 2. In this case, 
the melting point, T m, is used to help in decoupling the 
solution of the heat conduction equation from that of the 
heat balance in the melt layer. At each time step, the heat 
conduction equation is first solved by setting the tempera- 
ture equal to T.,, at the melt layer/solid interface. Next, the 
conduction heat flux at the surface, q~ond, is calculated 
based on the local temperature gradient in the solid: 

 (°Zl 
qtcl°nd = - -  \ O X  ]solid-surface ( 3 )  

Finally, the incremental melt layer thickness, -~6m, is 
calculated based on an energy balance at the surface using 
Eqs. (4)-(8): 

¢¢ k i i1 

qp , -  q;"~d -- q',,p : ~-m (T~ - Tin) -- Cp.111 J ° , 1 1 -  

k m ( T , - T m )  &6mhru, p+q'o,,d, 

T.~ - T~.old 

2At 

(4) 

(5) 

q~, =./(T~) ( if  vapour shielding effects are included), 

(6) 

(7) ,& = 4 -  f e w ) ,  

" " " ~ / / T @ ]  
qe~ap = 0.00432 X 10 e~ a~/~,~ ) h , ,  (8) 

where k m is the melt layer thermal conductivity; 6 m is the 
existing melt layer thickness; T~ is the melt layer surface 
temperature (T,,o~ J refers to T, at the previous time step); 
T m is the melting point of the armour; Cp. m is the specific 
heat of the melt layer; p,, is the density of the melt layer; 
A t is the time increment; hr, ~ is the latent heat of fusion of 
the armour; ~- is the surface emissivity; cr is the Stefan- 
Boltzmann constant; TFw is the cooler first wall surface 
temperature to which q,'.'~d is radiated; q~v~p is calculated as 
the product of the maximum vacuum evaporation flux 
( k g / m  2 s) at T, and the latent heat of vaporisation, h v 
[13]; M i is the molecular weight of the armour material; 
and A~ and B~ are parameters from the sublimation rate 
equation. 

Note that in keeping with the objective of simplifying 
the model as much as possible while maintaining accept- 
able accuracy, the evaporation flux is estimated assuming 
no recondensation due to interaction with the vapour phase 
and the incoming plasma. This is deemed to be a reason- 
able approximation given the initial vacuum conditions; 
even, if the vapour pressure were such as to maximise the 
recondensation effect, the present estimate would be con- 

~ H , . ~  Q l l  , -  QH • . 

h 

Fig. 2. Details of melt layer configuration /'or metal armour and 
heat fluxes illustrating vapour shielding effect and melt layer 
computation. 
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servative and overestimate evaporation by only = 20% at 
the most [4]. 

To facilitate the computations, instead of solving the 
heat conduction equation in the melt layer which will 
require iterations, the conduction heat transfer through the 
melt layer is decoupled from the average inertial energy 
gain of the melt layer represented by the second right-hand 
side term in Eq. (4) since this term is relatively small 
compared to the other terms in the equation. 

t¢ t t  Since q'~, qe,,'ap and qrad are all functions of the melt 
surface temperature, T,, Eq. (4) is solved iteratively in 
conjunction with Eqs. (6)-(8) to obtain T~ at the current 
time step. The value of 77, is then used in combination 
with the previously calculated q" in estimatine the cond 

incremental melt, ~X 6,,1, from Eq. (5). 
At each time step, the melt layer thickness is adjusted 

by the incremental melt as well as the incremental evapo- 
rated thickness loss inferred from Eq. (8). In addition, the 
model has the capability of accounting for total or partial 
melt layer loss by further adjusting the melt layer thickness 
at each time step to reflect the loss. The total thickness of 
the armour can also be adjusted accordingly to account for 
the corresponding effect of thickness reduction on the 
thermal response of the armour block. 

2.2. Coolant side boundary condition 

The boundary condition at the coolant side depends on 
the water coolant conditions. The coolant flowing through 
the PFC coolant channel will be subjected to the high heat 

Plasma Heat Flux 
Footprint 

Fig. 3. Illustration of footprint of plasma incident heat flux on a 
typical plasma facing component configuration. 

"5 
XBe 

xco 

m 

7 

Plasma 

I 
t 

B e  

Yp 

__..~. Xss 

SS 

Fig. 4. Cross-section of an example PFC first wall configuration. 

fluxes and its conditions at the exit of the high heat flux 
region will be dependent on the coolant inlet conditions 
and the integrated heat load over the coolant channel. 

The plasma heat flux on a typical coolant channel 
would have a characteristic footprint peaking at a given 
location and decreasing away from the peak. An example 
footprint is illustrated in Fig. 3. The analysis focuses at the 
end, L, of the cooling channel where it is conservatively 
assumed that the peak heat flux occurs. The coolant bulk 
temperature there, T b, can be calculated from the inlet 
channel conditions and the heat flow to the coolant: 

Jl, qco,,i + qb,ck 
T b = T,, + ().25"rrd~GCp (9) 

where qcoot is the heat flow to the coolant based on the 
maximum plasma heat flux; fp is a 'footprint' factor used 
to estimate the average coolant heat flux along the channel 
length accounting for the effect of plasma heat flux varia- 
tion along the channel length); qb~ck is the heat flow from 
the volumetric heating in the structure at the back of the 
coolant channel; G is the average coolant mass velocity; 
Cp is the water specific heat; and d t is the coolant channel 
diameter. 

The above equation is for a circular coolant channel. 
The flow area would have to be adjusted accordingly for a 
rectangular channel. 

Although the model is essentially based on a ID geom- 
etry, a correction factor was included to account for 2D 
effects in the case of a circular channel. Such a case is 
illustrated in Fig. 4 for a typical PFC first wall configura- 
tion. It consists of a circular coolant channel, in this case 
made of stainless steel, embedded in a Cu matrix used as 
heat diffuser. A Be layer is placed on top of the Cu as 
armour material facing the plasma. 
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The geometry is modelled by assuming three material 
layers between the plasma and coolant, a Be layer of 
thickness xB¢, a Cu layer of effective thickness Xcu.o n, 
(which can be defined separately to best model the 2D 
configuration) and a stainless steel layer of thickness Xss. 
The neutron volumetric heat generation in these layers is 
included in the solution of Eq. (1). The total neutronic heat 
generation associated with the remaining part of the con- 
figuration is calculated as qb~k and is used in estimating 
the total heat to the coolant in Eq. (9). 

For both the heat flux through the stainless steel tube 
and to the coolant, two-dimensional peaking effects are 
accounted for by dividing the steel thermal conductivity 
and the convective heat transfer coefficient for the coolant 
by a factor J2D. Typically, f_~D would be based on the ratio 
of the pitch to an assumed fraction of the coolant channel 
circumference, as will be discussed in Section 3. 

Based on the coolant outlet temperature estimated from 
Eq. (9), the outlet coolant conditions can be determined. In 
its present form the code only considers single-phase and 
subcooled boiling conditions but not fully-developed boil- 
ing. For the subcooled boiling region, the circumferential 
non-uniformity of the heat flux to the coolant creates 
further difficulty in the analysis [14]. As a first order 
estimate, subcooled boiling empirical models developed 
for uniform heat fluxes are used in the code under the 
assumption that subcooled boiling behaviour in the higher 
heat flux regions would show similar characteristics to that 
under the same heat flux level but applied uniformly. 

The Bergles and Rohsenow model [15] shown in Eq. 
(10) is used to determine the onset of nucleate boiling 
(ONB) and the Saha-Zuber model [16] shown in Eqs. (11) 
and (12) is used to determine the onset of fully-developed 
subcooled boiling (OFDSB) [17]: 

( T -  T,~,)ONB = 0.556( qONB )0.4¢,~,,' ...... 
1082pL.156 

(valid for water over the pressure range of 0.1-13.8 MPa), 

( lO) 

where (T w - T+~t), the difference between the wall tempera- 
ture and the water saturation temperature at the outlet 
pressure, is in K, the coolant pressure, p, in bars and the 
heat flux, q", in W / m  2. The ONB is determined by 
equating qONB from Eq. (10) to the single-phase convec- 
tive heat flux at the outlet (see Eq. (13)) and solving for 
the ONB wall temperature, Tw.oN B. If the wall temperature 
computed from the code at the outlet is lower than Tw.oN B, 
single-phase conditions exist. Otherwise, partially devel- 
oped subcooled boiling conditions have been reached. As 
the heat flux to the coolant is increased, the transition from 
partially to fully developed subcooled boiling is then deter- 
mined when the outlet bulk temperature exceeds the 

OFDSB outlet temperature based on the subcooling tem- 
perature difference in Eqs. (11) and (12): 

(T'~t--Tb)oFDs~=O'O022( q~vDsr~dt ) k h  

for Pe < 70 000, 

[ q" 

(11) 

for Pe > 70 000, 

(12) 

where b refers to the water bulk properties, (T~ t - Tb) is 
the subcooling temperature difference at the outlet, G is 
the water mass velocity, and Pe is the Peclet number. 

2.2.1. Single-phase conditions 
The boundary condition at the coolant is quite simple in 

the case of single-phase flow. It is based on equating the 
conduction heat flux at the wall to the convective heat flux 
to the coolant, q~p: 

- k ~  - -  = qsp = (T w -  Tb) (13) 
' OX ~ ~ ' 

where k,~ is the thermal conductivity at the wall, h is the 
convective heat transfer coefficient, and T w and T b are the 
wall and water bulk temperatures, respectively. In the case 
of a stainless-steel tube, k,~ would also be divided by the 
two-dimensional factor, J)o. h is estimated from the Dit- 
tus-Boelter correlation: 

hd~ 
Nu = - -  = 0.023ReCt?~Pr~° '33 

kf 

for Ref > 6000, Pr r > 0.7, (14) 

where all properties are evaluated at the mean film temper- 
ature in calculating the Reynolds number, Ref, and the 
Prandtl number, Prf. 

2.2.2. Subcooled boiling conditions 
For fully developed subcooled boiling, the correlation 

of Thom et al. [18] is used to estimate the heat flux to the 
coolant, q~t)sB (W/m2) ,  as a function of the wall tempera- 
ture (K) and coolant pressure (bar): 

( • , -  Tsat)FDSB = 22.65(@Ds B × 10 6)°5e I'/87, ( 1 5 )  

An effective heat transfer coefficient is introduced to 
help in applying the boundary condition to the solution of 
the finite difference equation: 

- k w  - -  =q" = h~ff(K. - L~,), (16) ~X ~ FDSB 

where her f is given by 

(T,,,, - T~,u)e 2p/~7 × 10 6 

hen = 22.65-" (17) 
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Fig. 5. Typical variation of heal flux with walk temperature for 
single-phase liquid and subcooled boiling regions (T b = 423 K, 
P =  3.6 MPa, T,~t = 517 K, G=6420 kg/m 2 s, single phase 
h = 45.400 W/m 2 K). 

where h~.~ in this case is given by 

(q~DSB - q£'P)OFDSB 
t,~,, = ,, ,, (T w + T~,oN u - 2T~at) 

qFDSB,OFDSB -- qFDSB,ONB 

e2/,/~7 × 106 
× (20) 

22.652 

At each time step, the solution of the finite difference 
equation (Eq. (1)) based on the PDSB boundary condition 
proceeds as follows. First qFDSB" at OFDSB is determined 
by equating the heat flux from Thorn's equation (Eq. (15)) 
to the heat flux from Saha-Zuber (Eqs. (11) and (12)). An 
energy balance similar to that of Eq. (9) is used to 
calculate the water bulk outlet temperature, Tou t, as a 
function of the heat flux to the coolant: 

T,~ , t -  Ti .  - Cq.~ 
q'F:DSB.OmSB = , (21 ) 

Cs z + Cq 

where 

For simplicity, at each time step, hef t could be calcu- 
lated based on T W at the previous time step or, if better 
accuracy is required, by iteration. 

For the partially developed subcooled boiling region, 
typical effective heat transfer coefficients used are almost 
purely empirical fits between the single-phase liquid (SP) 
and fully-developed subcooled boiling regimes [14]. A 
popular one is the Bergles and Rohsenow fit [15,17], as 
illustrated in Fig. 5 which shows a typical plot of heat flux 
as a function of wall temperature for the single-phase 
liquid and the partially and fully-developed subcooled 
boiling regimes for example coolant conditions. However, 
the Bergles and Rohsenow interpolation formula results in 
a highly non-linear boundary condition at the coolant. It 
was decided to develop a linear interpolation formula with 
minimal departure from the Bergles and Rohsenow one to 
help simplify the finite difference solution procedure. 

The proposed interpolation formula in the partially-de- 
veloped subcooled (PDSB) region is as follows: 

t t  pt ~l pc 

qPDSB = q s P  + (qFDSB --  qSP)OFDSB 

q~osB - -  q~DSB.ONB 
x . . . .  , ( 1 8 )  

qFDSB.OFDSB -- qFDSB,ONB 

On simplification, the boundary condition in the PDSB 
region can be written as 

- k w  = qPDSB 
w 

h 
= DJT ( T ~ -  TO + h~ff(Tw- Tw'ONB)' 

(19) 

0.0022 dt 
Cs_ z for Pe < 70000, 

kf 

153.8 
Cs z = - -  for Pe > 70 000, (22) 

GCp.I 

qback 

Cq, c 0"25p~'~dtCp (23) 

2.~L 

Cq Pt'dtC p . (24) 

Then, based on this q'~DSB.OVDSB value, T,~ at OFDSB 
is calculated from Thorn's equation (Eq. (15)). From this 

value of T,,. and from Tou t at OFDSB, q~r'.oFosB can be 
calculated from Eq. (13). Similarly, by equating q~p from 
Eq. (13) to qONB from Bergles and Rohsenow Eq. (10), T,, 
at ONB can be calculated. Using this value of T w in 
Thom's equation, q'~DSB.ONB can also be calculated. 

Again, as for the FDSB case, T w figures in the hef t, 
expression but as a relative term whose effect tends to be 
mitigated by the presence of the other variables, Tw.os n 
and T~ t. For simplicity, the value of T w at the previous 
time step can be used to advance the implicit finite differ- 
ence solution, provided any loss in accuracy is acceptable. 
Otherwise, a lengthier iterative procedure would be re- 
quired. 

For the typical example case plotted in Fig. 5, the 
simple interpolation formula is also plotted and can be 
seen to be in reasonable agreement with the Bergles and 
Rohsenow one. In addition, in contrast to the latter, the 
simple interpolation formula approaches exactly Thom's 
formula for fully-developed subcooled boiling at the onset 
of FDSB, which also help for a smoother solution. 
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3.  M o d e l  c a l i b r a t i o n  a n d  v a l i d a t i o n  

The heat conduction part of the code was first verified 
by a successful comparison with analytical results for a 
simple transient condition case. The adequacy of the 2D 

geometry factor used to estimate the heat flux through the 
channel wall and to the coolant from the ID calculations 
was then assessed by comparison with 2D ANSYS [9] 

finite element results for a typical steady state situation. 

The analysis was based on the first wall geometry shown 
in Fig. 4 and the results are summarised in Fig. 6 for the 
typical PFC parameters summarised in the figure caption. 

Results are shown for cases with SS and Cu channels, 
respectively. For both cases, the ANSYS results fall be- 
tween the RACLETTE results based on half-channel-cir- 

cumference 2D scaling (./2D = pitch to half channel cir- 
cumference ratio) and results based on full-circumference 

scaling (.~D = pitch to full channel circumference ratio). 
For the case with SS channel which provides a higher 
thermal resistance and thus a better diffusion of the heat 
flux around the channel, the RACLETTE results based on 

full circumference scaling tend to be slightly closer to the 
ANSYS results while for the Cu channel case, the 

RACLETTE results based on half-circumference scaling 
tends to be closer to the ANSYS results. It seems that a 2D 
scaling half way in between would provide a more accu- 

rate estimate. However, for the typical parameters consid- 
ered, the Be temperature overprediction based on half 
circumference scaling is within --- 5% for the Cu channel 
case and within -- 10% for the SS channel case and, to be 
conservative, it was decided to adopt it as the default 
scaling subject to adjustment based on the particular geom- 

etry to be analyzed. 
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Fig. 6. Maximum steady-state Be armour temperature as a func- 
tion of Be armour thickness based 2D ANSYS finite element 
analysis and RACLETTE using different 2D scaling for cases 
with SS and Cu channels (q~i =5 MW/m -~, Xcv = 17 mm. 
Xss = 0.5 ram, d~ = 10 mm, yp = 20 mm, Cu minimum thickness 
= 3 ram, T~ = 150°C). 
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Fig. 7. Comparison of ANSYS and RACLETTE results for the 
histories of maximum Be armour temperature and coolant channel 
temperature following a plasma energy transient of 60 MJ/m 2 
over 0.3 s assuming no shielding effect. (Nominal q'iil = 0.5 
MW/m 2, XB~. -- 5 mm, Xcu = 17 mm, Xss = I ram, d t = 10 mm, 
yp ~ 20 ram, Cu minimum thickness = 3 ram, T b = 140°C.) 

Next, RACLETTE was calibrated for a transient case 
again by comparison with a 2D ANSYS analysis which 
was adapted to include the melting process through a 

correction of the Be enthalpy [10]. The results for the Be 
surface temperature and coolant channel temperature histo- 
ries are shown in Fig. 7 based on the assumed parameters 
listed in the figure caption. From the figure, it can be seen 

that the Be surface temperature predicted by RACLETTE 
is very close to the 2D case indicating that the heat flux 
through the Be region to the Cu heat sink is virtually 

uni-dimensional. RACLETTE tends to overpredict the 
coolant channel temperature in the early stages of the 
transient. This is partly due to the half circumference 2D 

factor used which tends to be conservative. Overall, the 
results are in reasonable agreement which is in line with 
the objective of favourising model simplification, conve- 
nience and computing speed for an acceptably small accu- 
racy loss. As a comparison here, running the 2D model for 
this case would require 10 to 50 times the computing time 

needed for RACLETTE. 
Finally, RACLETTE was used to analyse and interpret 

some results available from high power tests performed in 
the JET neutral beam Be test facility on 10 mm thick 

beryllium tile brazed to an actively cooled hypervapotron 
copper heat sink and subjected to high power beam pulses 
derived from a JET positive ion neutral injector (PINI). 
Detailed results and discussions can be found in Refs. 
[19,20]. The test was performed to establish if the tiles 
could be heated up to surface melting without being 
damaged. This type of heat loads are anticipated to simu- 
late the ITER fault condition, when the radiative divertor is 
lost and the plasma burns through the armour plate. The 
expectation is that a radiative cloud forms due to the 
evaporation from the beryllium armour which reduces the 
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impinging power density and thus limit the damage to the 
armour tile. The vapour shielding itself could not be tested 
in this experiment due to the high particle energy. 

The average power density on the test section was 
varied by modulating the beam (on /o f f  modulation) with a 
peak power of about 20.5 M W / m  2. The modulation se- 
quence used was: (1) Modulation with 18 ms on every 80 
ms for 4 s (average power density is 22.5% of the peak 
power density, i.e = 4.2 M W / m  2) followed by (2) beam 
full on for up to 1.3-1.5 s followed by (3) modulation with 
12 ms on every 34 ms (average power density is 35% of 
the peak power density, i.e., 7 -8  M W / m  2) for approxi- 
mately 2 s. In comparing the results, one should keep in 
mind that the power setting and the measured temperature 
(inferred by correcting values obtained with an IR camera) 
are not too accurate, particularly the latter, because of the 
irreversible change in emissivity of the Be when it reaches 
temperatures above 1000°C (which was not considered in 
the calculations). The measured and calculated surface 
temperatures are shown in Fig. 8. Because of the uncer- 
tainties of the nominal power density when the beam is 
fully on and during the preheat-phase which are not well 
known from the experiment, two different cases were 
analysed and the sensitivity of the melting and re-solidifi- 
cation in the model to the power setting is clearly seen in 
the plot. Beginning of mehing and resolidification are 
reasonably well reproduced for the case of 20.5 M W / m  2 
and 5.5 M W / m  2, respectively, for the second and third 
phases described above. For this case, the surface remains 
above melting for about 700 ms and the calculated melt 

of Nucleor Materials 244 (1997) 85-100 93 

depth is 0.49 mm which is in good agreement with the 
experimentally inferred value of 0.42-0.53 mm. 

4. P a r a m e t r i c  a n a l y s e s  

In this section, the capabilities of the model are illus- 
trated through a number of parametric studies from which 
trends in responses of PFCs with various armour thick- 
nesses to different energy deposition transients are dis- 
cussed. The analyses focus on Be armour which is a major 
candidate for use in ITER PFC and which, as a metal 
armour, represents also a more challenging case since 
armour melting must be accounted for in the analysis. 

High energy deposition on PFCs could lead to severe 
consequences to the Be armour itself through melting and 
vaporisation but, potentially, to the PFC block also due to 
high coolant heat flux levels, high interface temperatures, 
thermal stress and resulting crack propagation. To help 
prevent unacceptably high B e / C u  heat sink joint interface 
temperatures and coolant heat fluxes, the Be armour could 
be designed to be sufficiently thick to provide inertial 
cooling that would, over time, diffuse the heat flux seen by 
the interface and coolant, albeit with the penalty of higher 
melting and vaporisation. 

In this section, example histories of heat fluxes, tem- 
peratures, vaporisation depth and melt layer thickness are 
first shown for a sample case. A description of parametric 
analyses then follows, focusing on the determination of the 
effect of the Be thickness and of the magnitude and 
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Fig. 8. Measured and calculated Be surface temperature history for a 10 mm Be block subject to high heat flux transients in the JET neutral 
beam Be test bed [19.20]. 



94 A.R. Ra, lfray, G. Federici / Journal of Naclear Materials 244 (1997) 85-100 

Table 2 
Reference parameters for example case considered for the analysis 

Coolant inlet temperature 413 K 
Coolant pressure 3.6 MPa 
Coolant mass velocity 2000 kg/m 2 s 

Be thickness 5 mm 
Cu block thickness 20 mm 
SS thickness 1 mm 
Channel length 1.5 m 
Footprint fraction 1 

Be volumetric heat generation 10 MW/m 3 
Cu and SS volumetric heat generation 15 MW/m ~ 

Nominal plasma heat flux 0.5 MW/m 2 

Conditions resulting from VDEs 
Plasma energy density 60 MJ/m 2 
Energy deposition time 0.3 s 
Vapour shielding effects no 

Beryllium properties 
Thermal conductivity, f (T) 183 W / m  K at room 

temperature 
60 W / m  K at T m 

Heat capacity, f(T) 1760 kJ/kg K at room 
temperature 
3400 kJ/kg K at T,~ 

Density 1850 kg/m ~ 
Melting point 1556 K 
Latent heat of fusion 1.3 MJ/kg 
Latent heat of vaporisation 36.6 MJ/kg 
Emissivity, e 0.61 
Molecular weight 9 
Parameters in sublimation flux equation (as part of Eq. (8)) 

A i 16 720 K 
B i I 1.61 

deposition time of the transient plasma energy on the 
extent of Be melting and vaporisation and on the resulting 
interface temperatures and coolant heat flux. Finally, the 
possible mitigating effects of vapour shielding are ad- 
dressed and discussed. Unless otherwise specified, the 
analyses are based on the PFC parameters listed in Table 
2, which would be typical of a primary first wall or limiter 
case under a VDE transient, for instance. Note that the 
plasma heat flux and volumetric heat generations are all 
set to zero following the transient under the assumption of 
plasma shutdown following such an event. 

At this stage, a thermal stress computation capability 
has not been included in the code. It is also not clear what 
are the acceptable levels of thermal stress at the Cu heat 
s ink/coolant  channel interface and, in particular, at the 
B e / C u  heat sink interface. These need to be better charac- 
terised experimentally. For the analyses presented here to 
illustrate parametric trends, the heat flux to the coolant is 
used as a general measure of the heat flux and thermal 
gradients through the PFC block. Note that very high 

coolant heat fluxes would result in full saturation boiling 
for the coolant, which is not within the scope of the model. 
Thus, results shown here corresponding to high coolant 
heat fluxes are meant to be illustrative of the parametric 
trends only and not accurate in the absolute term. 

4.1. Histories of  heat fluxes, temperatures, and melt and 
eL,aporated thicknesses fbr  sample case 

Fig. 9 shows histories of heat fluxes following an 
energy transient based on the example parameters listed in 
Table 2. The initial inward conduction flux from the Be 
surface is high, = 200 M W / m  ~- and the temperature 
gradient at the surface is at its maximum with the surface 
temperature at the melting point and the rest of the Be still 
at its low initial temperature. As the Be bulk temperature 
increases, the conduction flux decreases. Initially, the ef- 
fective melt heat flux is high but decreases as the evapora- 
tion heat flux increases. After about 0.03 s, the evaporation 
heat flux is the major heat flux component. The black-body 
radiation heat flux is comparatively small and is not 
significant in this case. Note that, at the end of the energy 
deposition transient (0.3 s), the effective melt heat flux 
becomes artificially negative illustrating heat generation to 
the block as the melt layer resolidifies. 

Fig. l0 shows the history of the temperatures of the 
melt front, Be mel t / so l id  interface, B e / C u  heat sink 
interface, heat s ink/coolant  channel interface, channel in- 
ner wall, and coolant bulk for the same case. The surface 
temperature reaches the melting point (1556 K) very 
quickly at which time the mel t / so l id  interface temperature 
is clamped. The melt front temperature continues to in- 
crease until the corresponding evaporation heat flux, in 
combination with conduction through the melt layer, is 
high enough to account for the plasma heat flux. The 
temperatures at the other locations inside the PFC block 
show a typical thermal diffusion thermal behaviour. They 
all peak sometime after the energy deposition has stopped 
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Fig. 9. Histories of plasma, evaporation, radiation, solid surface 
conduction and effective melt heat fluxes following a plasma 
energy deposition transient of 60 MJ/m 2 over 0.3 s for the 
example case parameters listed in Table 2. 
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channel interface (T,t). channel inner wall (T,~) and coolant bulk (T h) tbllowing a plasma energy deposition transient of 60 MJ/m 2 over 0.3 
s for the example case parameters listed in Table 2. 

due to the inertial cooling effect whereby the heat flux 
diffuses through the PFC block to the coolant over a 
longer time and at a lower level due to the PFC block 
thermal resistance and heat capacity. In this case for the 
relatively thin armour and corresponding thermal resis- 
tance, all temperatures peak within 1 s. For thicker armour 
and /o r  longer deposition time the temperature peaking 
would occur after a longer time. 

Fig. 11 shows the corresponding histories of melt layer 
thickness and effective evaporated thickness. The melt 
layer thickness increases rapidly at first and then at a lower 
rate as evaporation plays an increasingly more important 

] . . . .  i . . . .  i . . . .  ~ . . . .  i . . . .  

~ 0 . 6  . . . . . . . . . . . .  

g 04 

~ 1/.2 

0 ' ' 

OA 0.2 0.3 0.4 0.5 

T i m e  ( s )  

Fig. 11. Histories of Be melt layer and effective evaporated layer 
thicknesses following a plasma energy deposition transient of 60 
MJ/m 2 over 0.3 s for the example case parameters listed in Table 
2. 

role as seen by the increasing effective evaporated layer 
thickness. In this case, the maximum melt layer and effec- 
tive evaporation thicknesses are about 0.8 and 0.65 mm, 
respectively. The melt layer is assumed to re-solidify in 
this case and the melt layer thickness decreases to zero 
very rapidly following the transient. It is not clear whether 
the assumption of no melt layer loss is reasonable. If the 
molten Be flows or is splashed out by the on-going 
energetic process, a significant loss of armour can occur. 
As will be discussed later, the evaporated and melt layer 
thickness loss can be significantly mitigated if vapour 
shielding occurs. Experimental data are required to verify 
the behaviour of the melt layer as the level of melt layer 
loss will substantially determine the need and frequency of 
surface repair required. 

4.2. Effect q[ cariation in Be thickness 

The consequences of concern from transient plasma 
energy deposition include high material temperatures and 
temperature gradients, in particular at the C u / B e  inter- 
faces where the material bonding could be affected, and 
high heat flux to the coolant. Both the maximum coolant 
heat flux and B e / C u  temperature and temperature gradient 
occur some time after the energy deposition transient 
depending on the thermal diffusion time constant of the 
PFC block. 

High coolant heat flux could result in local boiling 
which, by itself, is acceptable as long as it can be resorbed. 
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Fig. 12. Histories of heat flux to the coolant following a plasma 
energy deposition transient of 60 MJ/m 2 over 0.3 s for different 
Be armour thicknesses and for the example case parameters listed 
in Table 2. 

Of concern is the increase in flow resistance associated 
with two-phase flow which can result in starving of the 
channel in the case of parallel flow. If there is enough 
inertial energy in the first wall region, dryout, or at least 
very high material temperatures, could result. A full inte- 
gration of the different thermal-hydraulic phenomena re- 
sulting from the transient plasma energy deposition, in- 
cluding pressure drop and heat transfer variation, to the 
overall analysis can be quite complex and is addressed in 
Re/'. [121. 

Fig. 12 shows the coolant heat flux histories for differ- 
ent Be armour thicknesses based on the parameters listed 
in Table 2. The figure illustrates the inertial effect of the 
armour thickness. An increase in Be thickness results in an 
increase in the PFC block thermal resistance which dif- 
fuses the energy to the coolant over a longer time and 
reduces the peak coolant heat flux. Note that the time scale 
for the coolant heat flux would also increase with increas- 
ing plasma energy deposition time. 

Fig. 13 summarises the effect of Be thickness on the 
maximum coolant heat flux and on the melted and evapo- 
rated thicknesses for the parameters listed in Table 2 
(under the assumption of no melt layer loss). The maxi- 
mum heat flux through the armour to the coolant decreases 
substantially with increasing Be thicknesses due to the 
inertial cooling effect. Conversely, as the heat conduction 
resistance increases with the Be layer thickness, a lower 
traction of the incident heat flux is transported by conduc- 
tion. This results in an increase in evaporation and melting 
as shown in the figure. 

4.3. E~bet ofplasma energy deposition time 

Fig. 14 shows the maximum heat flux to the coolant as 
a function of the energy deposition time tbr a deposited 
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Fig. 13. Maximum coolant flux (normalised to coolant channel 
pitch) and Be melt and effective evaporated thicknesses as a 
function of Be region thickness for the example case parameters 
listed in Table 2. 

plasma energy density of 60 M J / m  2 and the parameters 
listed in Table 2. Also shown are the maximum Be melt 
layer and effective evaporated thicknesses. Again, these 
results should be viewed as illustrative particularly for 
short energy deposition times since vapour shielding is not 

included. 
The figure illustrates the trend that at short energy 

deposition time (much smaller than the conduction time 
constant), the effective heat flux is so high that it results in 
high evaporation. Most of the energy is removed in this 
way and the resulting maximum heat flux through to the 
coolant is small. As the energy deposition time is in- 
creased, the heat flux level decreases and the heat con- 
ducted through the melt layer and solid Be becomes 
comparatively larger. The maximum melt layer thickness 
and heat flux to the coolant increase up to a peak at a 
deposition time of - - 2  s. Conversely, since the plasma 
heat flux can increasingly be conducted through the melt 

10 . . . . . . . .  , . . . . . .  , . . . . . . . .  2,4 

9 2.2 

~" 2.0 

1'8 i 7 1.6 

6 1.4 . 

"~ 4 1.0 

o 8  
U 3 . . . . . . . . . . . .  

0.6 
2 , .  0,4 ~ 

1 0.2 

0.01 0,10 l.fi0 10.00 

Plasma Energy Deposition Time (s) 

Fig. 14. Maximum heat flux to the coolant and Be melt and 
effective evaporated thicknesses as a function of energy deposi- 
tion time. 
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Fig. 15. Surface heat flux as a function of Be surface temperature 
based on vapour shielding effect [21]. 

layer and solid Be, evaporation decreases with increasing 
deposition time. At higher deposition times, the effective 
plasma heat flux can be entirely conducted through the 
PFC block without Be evaporation a n d / o r  melting and the 
evaporated and melt layer thicknesses drops to zero within 
= 7 s. The coolant heat flux also decreases as the plasma 
heat flux decreases with increasing deposition time for a 
given deposited plasma energy density. The maximum 
temperature of the C u / B e  interface, not shown in the 
figure, follows the same trend as the maximum coolant 
heat flux, peaking to a value of -- 1173 K at an energy 
deposition time of -- 2 s. 

4.4. EffEct qf deposited plasma energy densi O, and o/ 
t,apour shielding 

The incident heat flux could be attenuated to some 
extent by low density vapour shielding effects. These may 
arise as the armour surface temperature increases due to 
vaporisation of material from the surface, leading to a 
conversion of some of the incident power to plasma radia- 
tion, a fraction of which continues to fall on the plate. 
Recently, estimates of this vapour shielding effect were 
made for a number of plasma heat flux cases based on 
simple plasma physics considerations [21]. The reduction 
of the incident plasma heat flux from radiation losses near 
a Be target is shown in Fig. 15 as a function of the target 
surface temperature for different plasma heat flux levels. 
Up to a temperature of about 1500 K, the evaporation rate 
is small and, as shown in the figure, the surface heat flux 
remains at its peak level. Then, as the evaporation flux 
increases substantially over a surface temperature range of 
1500 to 1580 K (around the melting point of Be), the heat 
flux falls rapidly to about 25% of its peak value. These 
resuhs were used to determine the effect of vapour shield- 
ing on the Be PFC block behaviour. The results are 
illustrated in Fig. 16 which shows the maximum heat flux 
to the coolant and the melt and evaporated thicknesses as a 

function of the deposited plasma energy density for a 

deposition time of 0.3 s, for cases with and without vapour 

shielding. 
From Fig. 16, the coolant heat flux can be seen to 

increase rapidly with the deposited energy density at first, 
but increasingly slowly at higher energy flux levels. At 
lower energy densities, there is little or no melting and 
evaporation. As the energy density increases above about 
15 M J / m  2 in this case, melting increases rapidly and 
levels off at about 0.78 mm at an energy density of 20 
M J / m  2. At higher energy densities, the additional energy 
is virtually accommodated solely by vaporisation and the 
evaporated thickness increases roughly linearly with the 
energy density. 

From the figure, it is interesting to see that inclusion of 
the vapour shielding effect results in much lower Be 
evaporated thicknesses and, at lower energy densities, 
melting thicknesses also. However, the decrease in maxi- 
mum heat flux to the coolant, as a measure of the PFC 
block temperature level and gradient, is not as marked 
particularly at the lower energy densities. This can be 
explained by the observation that at an effectively higher 
plasma heat flux, only part of the heat flux can be con- 
ducted through the surface; the rest contributes to evapora- 
tion and melting. As the plasma heat flux is reduced due to 
vapour shielding, the conduction component is still about 
the same whereas the evaporation and melting components 
are significantly reduced. 

4.5. Design inlplications of integrated consMeration of" 
energy transient and Be armour 

As an example of the design implications of the VDE 
effect on the PFC armour, one could consider the combina- 
tion of plasma heat flux and deposition time required to 
avoid serious consequences to the PFC block for a given 

7 0  2.00 . . , , . .  . ,  . . . .  , . . . .  , . . . .  . . . . .  , . . . .  

Without vapour sh ie ld ing  
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Fig. 16. Maximum heat flux to the coolant and Be melt and 
effective evaporated thicknesses as a [unction of plasma energy 
density for an energy deposition time of 0.3 s and the assumed 
parameters from Table 2. 
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Be armour thickness. As mentioned earlier, the coolant 
heat flux level can be regarded as a measure of the 
temperature level and gradient through the PFC block and 
as an indication of the coolant conditions and heat transfer 
characteristics. The heat flow to the coolant will determine 
the coolant temperature, and, particularly in the case of 
two-phase flow, its pressure and mass velocity also. These 
evolving coolant conditions would determine the coolant 
critical heat flux (CHF) conditions following the energy 
deposition transient. If the coolant heat flux exceeds the 
CHF conditions, the heat removal capability of the coolant 
can be severely degraded leading to potentially unaccept- 
able level of temperature throughout the CFC block and in 
particular at the armour/heat sink interface. Modeling of 
these phenomena is quite complex and is described in 
detail in Ref. [12] for specific ITER PFC applications. 

For given coolant inlet conditions, the coolant tempera- 
ture and regime would depend not only on the coolant heat 
flux but on the time over which it stays at a high level and 
on the footprint of the energy deposition. Here, as an 
illustration, it is assumed that the coolant heat flux must 
stay below = 3.4 M W / m  2 (roughly corresponding to 
saturation for a 1 m long channel) to avoid any serious 
consequences. Fig. 17 shows the combinations of plasma 
heat flux and deposition time required for the coolant heat 
flux to reach this maximum value for Be armour thick- 
nesses of 5 and 10 mm. Also shown in the figure are the 
combinations of plasma heat flux and deposition time 
corresponding to deposited plasma energy densities of 20 
and 60 M J / m  2, respectively. 

At short energy deposition times, the coolant heat flux 
becomes increasingly independent of the plasma heat flux, 

1000 . . . . . . .  i . . . . . . . .  i . . . . . .  

N lo 

2 " , ~  "".. 60 MJ/m: 
q"e~l  -- 3-4 M W / m 2 f o r  ~ ..... , .... 

1 -g iven  Be armour  thickness (mrn) 20 MJ/m2"?~..~.. "''. 
/ / ' '  
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0.1 . . . . . . . .  ~ . . . . . . . .  ~ . . . . . . .  
O. I l.O 10.0 100.0 

P l a s m a  E n e r g y  D e p o s i t i o n T i m e  (s) 

Fig. 17. Combinations of plasma heat flux and deposition time 
required for the coolant heat flux to reach an assumed maximum 
value of 3.4 MW/m 2 for Be armour thicknesses of 5 and 10 mm. 
Also shown are the combinations of plasma heat flux and deposi- 
tion time corresponding to plasma energy densities of 20 and 60 
MJ/m 2. 

and increasing the plasma heat flux results only in increas- 
ing melting and evaporation. Within the time scale shown 
in the figure, this is better illustrated by the 10 mm Be 
case. Conversely, at long energy deposition times, the 
given coolant heat flux becomes independent of the depo- 
sition time since the plasma heat flux is entirely conducted 
to the coolant. For a given energy density, one can select a 
minimum armour thickness to avoid the severe conse- 
quences resulting from too large a heat flux through the 
PFC block to the coolant, independently of the energy 
deposition time. Assuredly, this must assume that the loss 
of armour through evaporation and melting can be accom- 
modated by additional sacrificial armour thickness and /or  
through surface repair such as plasma spray. For instance, 
for the example shown in the figure, the assumed maxi- 
mum coolant heat flux limit could be satisfied with a 
minimum armour thickness of -- 10 mm tbr an energy 
density of 20 M J / m  z regardless of the energy deposition 
time. For an energy density of 60 M J / m  2, the Be thick- 
ness would have to be higher to satisfy this maximum heat 
flux criterion. 

5. Summary 

'Slow' high power plasma energy deposition on PFCs, 
as could occur, l-or example, in the case of a plasma VDE, 
can lead to surface evaporation and melting, high coolant 
heat flux levels, high armour/heat sink interface tempera- 
tures, thermal stress and resulting crack propagation. 
RACLETTE, a simple but comprehensive model that could 
be used quickly and conveniently, was developed to help 
understand the behaviour and perform design analysis of 
PFCs under such transient energy deposition. It includes 
all the key surface processes such as evaporation, melting, 
and radiation, and their interaction with the PFC block 
thermal response and the coolant behaviour. The model 
was first calibrated and validated by comparison with 
analytical results, with multi-dimensional finite element 
results and with experimental results. 

Parametric studies were then carried out to evaluate the 
effect of the plasma energy density and deposition time 
and of the Be layer thickness on the conducted heat fluxes 
in the solid and on the level of Be melting and evapora- 
tion. The incident heat flux could be attenuated to some 
extent by low density vapour shielding effects. Conse- 
quences of such effects on the PFC block transient re- 
sponse were also investigated based on input from a 
separate model. 

The following observations can be made from the 
results of the analyses. 

• For a given energy density, at short deposition times, 
most of the energy goes to evaporate Be and the heat flux 
through the PFC block is small. As the deposition time 
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increases up to about 2 -3  s for an energy density of 60 
M J / m  2, the maximum conducted heat flux increases to a 
peak and then falls down at higher deposition times. The 
melt layer thickness also peaks at about the same time and 
then rapidly falls to zero as the effective plasma heat flux 
can be entirely accommodated by the conduction flux 
through the armour. The evaporation flux falls continu- 
ously with increasing deposition time as an increasing 
fraction of the deposited power is accommodated by melt- 
ing and conduction. 

• For a given plasma energy density and deposition 
time, as the Be thickness is increased, the inertial cooling 
effect increases and the resulting maximum conducted heat 
flux decreases as the energy diffuses over a longer time to 
the coolant. If one assumed a maximum allowable coolant 
heat flux of = 3.4 M W / m  2 to prevent saturation condi- 
tions, a minimum Be thickness of = 10 mm would be 
required for an energy density of 20 M J / m  2 irrespective 
of the energy deposition time. This assumes no constraint 
on the extent of evaporation and melting. This result is 
intended as an illustration of the design implication of 
VDE-type transient energy deposition on PFC armour 
thickness. A more detailed analysis of such a case for 
specific ITER PFCs is presented in part II of this paper 
[121. 

• For given energy deposition time and Be thickness, 
the coolant heat flux increases rapidly with the plasma 
energy density at first but increasingly slowly at higher 
energy densities. At lower energy densities, there is little 
or no melting and evaporation. For the example case 
considered, as the energy density increases above about 15 
M J / m  2, melting increases rapidly and levels off" at about 
0.78 mm at an energy density of 20 M J / m  2. At higher 
energy densities, the additional energy is virtually accom- 
modated solely by vaporisation and the evaporated thick- 
ness increases roughly linearly with energy density. 

• Vapour shielding effects substantially reduced ar- 
mour melting and evaporation but tend to have a smaller 
effect on the heat flux conducted through the solid. 

• Experimental data for PFC armour under high heat 
flux including characterization of the extent of melting and 
evaporation are needed. These would help in better evalu- 
ating the accuracy and adequacy of models such as 
RACLETTE and in understanding the interrelated phenom- 
ena involved. 

Further developments are planned /or the model. A 
more detailed treatment of the coolant behaviour, including 
time-dependent heat transfer, pressure drop and CHF eval- 
uations, is presented in part II of this paper [12]. Based on 
these improved model capabilities, detailed analyses of the 
response of specific ITER PFCs are carried out and recom- 
mendations proposed to help in the selection of armour 
material and thickness. 

Other improvements contemplated include estimating 
the thermal stress and strain at key locations, such as at the 

B e / C u  interface, which would shed more light on the 
consequences of high heat flux through the PFC block. 

6. Nomenclature  

Cp 
Cp.m 
Cq 

Cq.c 

Cs z 

d t 

f2D 
G 
h 
h, 

hills 
k 

k IT1 
L 
Mi 
NU 

P 
Pe 
Pr 

qcool 

q b+,c k 

qCtr 
qr, 

t !  

qcond 

t t  

qevap tt 
qFDSB 

t¢ 

qOFDSB 

t¢ 

qONB 
it 

qpt 
I I  

qrad 
Re 
T 

Tb 
Tvw 

Titl 
Tm 
Tout 
L 

specific heat of the material; 
specific heat of the melt layer; 
parameter defined in Eq. (24) and used to 
calculate " qFDSB,OFDSB 
parameter defined in Eq. (23) and used to 
calculate " qFDSB.OFDSB 
parameter defined in Eq. (22) and used to 
calculate " qFDSB,OFDSB 
coolant channel diameter: 
plasma footprint factor: 
geometry factor to account for 2D effects; 
coolant mass velocity; 
convective heat transfer coefficient; 
latent heat of vaporisation of the armour mate- 
rial; 
latent heat of fusion of the armour material: 
material thermal conductivity: 
melt layer thermal conductivity; 
channel length; 
molecular weight of the armour material; 
Nusselt number; 
pressure; 
Peclet number; 
Prandtl number; 
heat flow to the coolant based on maximum 
plasma heat flux; 
heat flow to the coolant from volumetric heat- 
ing in back structure: 
heat generation per unit volume; 
heat flux: 
conduction heat flux from armour solid sur- 
face: 
effective evaporation heat flux; 
coolant heat flux in fully developed subcooled 
boiling; 
coolant heat flux at onset of fully developed 
subcooled boiling; 
coolant heat flux at onset of nucleate boiling; 
plasma heat flux; 
radiation heat flux; 
Reynolds number: 
temperature; 
coolant bulk temperature; 
first wall surface temperature to which qi(ad is 
radiated; 
coolant inlet temperature; 
melting point of the armour material; 
coolant outlet temperature; 
melt layer surface temperature: 
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! 

Yp 
x 

Xct, 
Xss 

time; 
coolant channel pitch; 
distance perpendicular to armour surface; 

thickness of Cu heat sink block; 
thickness of stainless steel region (coolant 

channel usually); 

6. l. Greek  symbols  

~11] 
A 6  m 

g 

P 
fr 

melt layer thickness; 
incremental melt layer thickness; 
surface emissivity; 
material density; 

Stefan-Boltzmann constant; 

6.2. Subscripts  

b 
eft 
cool 

evap 

f 
FDSB 

FW 
m 
OFDSB 

ONB 
PDSB 
rad 
s 

sat 
SP 
w 

bulk: 

effective; 
coolant; 
evaporation: 

film; 
fully developed subcooled boiling; 
first wall; 

melt layer; 
onset of fully developed subcooled boiling; 

onset of nucleate boiling; 
partially developed subcooled boiling; 

black-body radiation 

surface; 
saturation; 
single phase; 
wall: 
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